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**Abstract**

Support Vector Machines (SVMs) are widely used for classification due to their strong generalization capabilities, but they remain sensitive to outliers and noise, particularly near decision boundaries. To enhance robustness and better manage boundary uncertainty, we propose a robust extension of the Support Vector Machine (SVM) framework by integrating M-estimator-based loss functions with fuzzy membership values to enhance classification performance in the presence of noise and outliers. We reformulate the SVM in a flexible primal optimization framework that allows for the integration of non-convex loss functions, including Fair, Cauchy, Welsch, and Geman-McClure, are utilized within the fuzzy M-estimators to assign adaptive weights and suppress the influence of noisy or misclassified data. Our method is evaluated on benchmark datasets such as Arrhythmia, Madelon, WBC, and Ionosphere, with artificial noise introduced to assess robustness. Experimental results show that the proposed fuzzy M-estimator SVMs, particularly those using Cauchy and Welsch functions, achieve higher classification accuracy and robustness under noisy conditions compared to traditional L1 and L2-SVMs. This approach offers both theoretical robustness and practical flexibility for real-world noisy data environments.
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# 1 Introduction

Support Vector Machines (SVMs) have achieved widespread success due to their ability to construct optimal hyperplanes for classification, even in high-dimensional and small-sample settings. However, traditional SVMs are often vulnerable to noise and outliers because they rely on loss functions—like the L2 loss—that grow quadratically with residuals and therefore

|  |
| --- |
| Editor |

* Min Gyeong Kim

[alsrud8238@gmail.com](mailto:alsrud8238@gmail.com)

Jia Yoo

[jia0220@naver.com](mailto:jia0220@naver.com)

Jin Hee Yoon

[jin9135@sejong.ac.kr](mailto:jin9135@sejong.ac.kr)

1. Department of Mathematics and Statistics, Sejong University, Seoul 05006, South Korea

**†** These two authors contributed equally to this work.

# exaggerate the impact of outliers.

# To address this issue, robust loss functions based on M-estimators have been proposed. These include L1, Fair, Cauchy, Welsch, and Geman-McClure losses, which reduce the effect of extreme residuals through bounded or slowly-growing penalties. These approaches improve stability under noisy conditions, but typically assume that all class boundaries are sharply defined and do not explicitly incorporate the ambiguity or partial membership that often arises in real-world classification problems.

In this study, we propose a novel classification framework that integrates fuzzy set theory into M-estimator-based SVMs. By assigning fuzzy membership values to data points, the model can reflect degrees of class belonging, enabling softer and more adaptive decision boundaries in uncertain or overlapping regions. At the core of our contribution is the fuzzy M-estimator loss function, a unified formulation that combines the robustness of M-estimators with the flexibility of fuzzy membership.

Furthermore, we extend this fuzzy M-estimator SVM model to both binary and multi-class classification settings, employing standard strategies such as One-vs-One, One-vs-Rest, and direct optimization. To evaluate the robustness of the proposed model, we design experiments that introduce and remove outliers from the data, allowing us to examine its behavior under varying levels of contamination. This framework lays a foundation for the development of classifiers that remain reliable in the presence of noise, label ambiguity, and class overlap.

# Key Contributions of This Study:

1. Development of an M-estimator-inspired robust SVM framework that significantly enhances classification accuracy in noisy environments.
2. Comparative evaluation of multiple loss functions (Fair, Cauchy, Welsch, Geman-McClure) to determine the most effective robust loss formulation.
3. Comprehensiveoptimization analysis, comparing metaheuristic algorithms (GA, PSO, ACO, HS) with SMO to identify the best training method.
4. Empirical validation on multiple benchmark datasets for binary classification, including Arrythmia, Madelon, WBC, and Ionosphere, with artificially induced noise.

# The remainder of this paper is structured as follows. The next section provides an in-depth discussion of robust loss functions and optimization strategies. We then describe our experimental setup, dataset characteristics, and evaluation methodology, followed by the results of our comparative analysis. Finally, we conclude with a discussion of key findings, practical implications, and future research directions. Our experimental results demonstrate that integrating M-estimator-based loss functions with advanced optimization techniques significantly improves classification accuracy and stability in noisy environments, providing a practical and effective solution for real-world machine learning applications.
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